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3D imaging application in the studies of micro air vehicles
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A B S T R A C T

3D techniques are increasingly used in aerospace industry to improve quality and performance of

aircrafts. This paper presents a 3D imaging technique for studying the aerodynamic shape and flight

performance of micro air vehicles. 3D stereoscopic vision, based upon stroboscopic imaging, was utilized

to obtain the 3D information of the aircraft’s flexible aerodynamic surface. The aircraft models with

deformable aerodynamic shape were designed and tested in a purpose-built wind tunnel experimental

environment. After calculation of SIFT feature points and subdivision of triangular meshes, deformable

surface of the aircraft’s aerodynamic shape was represented. The aircraft’s 3D visualization was used for

analyzing unsteady deformation in the aerodynamic shape under external airflow disturbances. The

results, together with aerodynamic forces measured in the experiment, will be useful to improve the

flight performance and disturbance resistance ability of micro air vehicles.
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1. Introduction

3D techniques and related products have found increasing
applications in our life, e.g. 3D photo, film, television, camera as
well as 3D animation. They have become the leading edge
technology and trend in many industrial sectors. In engineering
and manufacture industry, 3D techniques are also widely utilized,
they have over the recent years advanced significantly and have
been used to improve general product quality and production
efficiency. Especially in some hazardous or inaccessible working
areas, 3D imaging techniques have distinct practical utility for
dimensional measurement, volumes measurement, or defect
detection. The main 3D imaging techniques are laser triangulation,
structured light, stereo vision, photogrammetry which are all
based on triangulation, and time of flight, which depends on time
delay [1].

In space industry and especially in aircraft testing, 3D imaging
and visualization is usually an effective and intuitional way to be
applied [2]. Micro air vehicle (MAV) is one branch of unmanned air
vehicles [3]. Due to its small scale, quick response and low speed,
the methods used to study aerodynamic characteristics and flight
properties (including aerodynamic shape and pressure force) will
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be very different from traditional ones used for aircrafts. Common
testing techniques for aerodynamic characteristics of micro air
vehicles include contact sensor measurement [4], non-contact
stereo visual measurement [5], smoke flow visualization mea-
surement [6], and so on.

Inspired by bionics [7], a vertical take-off and landing micro air
vehicle using flexible membrane structure as the aerodynamic
shape was proposed in this paper. Due to its light weight and
flexible properties, visual measurement and visualization techni-
ques have significant advantages over contact measurement
techniques. A 3D stereo vision testing method, based upon
stroboscopic imaging technique, was used to obtain deformation
produced in the MAV aerodynamic shape. Through a series of
computation, reconstruction and representation, deformable
aerodynamic membrane shape’s 3D visualization was finally
obtained. In order to characterize the impacts of aerodynamic
force on the MAV model, the MAV model was simulated under
certain turbulent air flow field in a wind tunnel experimental
environment. The analysis about the relationship between the
aerodynamic shape deformation and the flight performances will
help researches to gain in-depth understanding of the MAV’s
characteristics. Subsequently, in design process, the flight perfor-
mance and disturbance resistance ability of the MAV with flexible
membrane will be improved. In Section 2, the theory of 3D imaging
technique for morphology deformation of ducted-fan hovering
MAV is presented. In Section 3, experimental conditions including
aircraft prototype and test environment are described. In Section 4,
the deformable aerodynamic membrane of the aircraft model is

http://crossmark.crossref.org/dialog/?doi=10.1016/j.compind.2013.06.009&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compind.2013.06.009&domain=pdf
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Fig. 2. Schematic stroboscopic imaging in a world coordinate system.
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calculated and presented. The conclusions are then drawn in
Section 5.

2. Theory

In the study, a vertical ducted-fan hovering MAV with flexible
aerodynamic shape was designed and fabricated as the research
object. The details will be presented in Section 3. In order to detect
its morphology deformation and further to analyze its unsteady
aerodynamic characteristics and flight performance, 3D stereo-
scopic vision based on stroboscopic imaging technique was used in
the wind tunnel experimental environment. Spatial information of
aircraft model’s deformable surface was extracted using features’
scale invariant characteristics and then directly represented using
subdivision algorithm. The flow chart of the 3D imaging test
algorithm is shown in Fig. 1, with each major stage of calculation
discussed as follows.

2.1. 3D visualization method

For a high-speed moving object, high frame rate imaging
devices are usually employed to observe its movement track as
well as the attitude and morphological changes during its
movement. In addition, a moving object with high speed could
also be tracked and recorded in one frame image by using
successive exposure approach. Different from the traditional test
method using high quality equipment to record continuous images
of a moving target, stroboscopic imaging approach presents
continuous disturbance information of flexible aerodynamic shape
in one image. The main advantage is not only avoiding the
experimental requirement for high quality devices, but also
Start
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providing a better visualization of object’s whole motion and
altitude variation.

Stroboscopic imaging is a real-time recording technique. During
one camera exposure time, optical integral is only produced in a
short illumination time of strobe light on the CCD sensors. If
illumination time is short enough, the position of high-speed
moving object during this time is limited in a small rang to present
instantaneously the state of this object. After each flash, optical
integral is completed as there is no light output till next flash and
the above process is then repeated. So after several cycles, there
will be dozens of overlapping images of the moving object in
different positions in one frame. Through adjusting the exposure
time and the frequency of strobe light, this approach is able to
detect aircraft aerodynamic shape and observe its transient
changes intuitively. Given the same exposure time, the testing
speed of the flying aircraft model partly depends on the frequency
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Fig. 3. The structural model of binocular vision measurement system.
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of the strobe light. The schematic stroboscopic imaging in a world
coordinate system is shown in Fig. 2.

For simplicity, Fig. 2 shows how two motion pictures of the
moving object are recorded with stroboscopic image. O-XYZ is
selected as the world coordinate system and o-xy is an image
coordinate system. The transformation matrix between these two
coordinate systems is composed of a rotation matrix R and a
translation matrix T, which can be calculated by the Zhang’s
calibration method [8]. r(u, v, w) refers to one point in the model
coordinate system O0-X0Y0Z0, in which system the origin is at the
centroid position of the MAV model V. The image coordinates of
this point are p1(x1, y1). Due to the air pressure around the model,
the flexible aerodynamic shape will produce a deformation and the
location of the original point will change to r(u0, v0, w0). The image
coordinates of this point also change to p2(x2, y2). So the positions
at both flight moments and any changes produced in the
aerodynamic shape are recorded in this image.

Stereo vision measurement model was used in the wind tunnel
experimental environment, as shown in Fig. 3. Triangulation
technique is the basis for stereo vision measurement model as two
cameras and the tested object form a triangle. With the calibration
results of the two cameras’ intrinsic and extrinsic parameters,
Fig. 4. Flow chart of
three dimensional information of any spatial point in the
experimental environment can be calculated.

The effects of structural parameters on the system accuracy and
error distribution are necessarily considered in the process of
equipment installation. For example, system error is the smallest
when baseline distance B is 1.3 times the working distance z; the
changes of error distribution along the line on which the two
angles between the optical axes and the baseline are equal is not
obvious, and so on.

2.2. Spatial information acquisition

Information extraction tasks based on the stroboscopic image
need to be completed to obtain the disturbance information on
aircraft’s aerodynamic shape, including image pre-processing,
features extraction, and matching.

2.2.1. Image pre-processing

In order to improve reliability of the processing of the obtained
images, image pre-processing step is an important part of the data
mining process. Irrelevant data and noises need to be removed from
the image while useful information needs to be recovered. The
observability of image information should be enhanced to maximize
the data. Usually pre-processing involves digitalization, geometric
transformation, normalization, and image enhancement, etc. In this
project, image pixel normalization in the acquired stroboscopic
images was performed, and the intensity value of gradation
histogram was linearly expanded to remove noise and increase
the image contrast.

2.2.2. Feature extraction

During image acquisition process, the scale space of images
varies with object movement. There are also some changes in
illumination due to the successive exposure. Compared with other
feature extraction methods such as SUSAN, Harris and Harris–
Laplace, Scale Invariant Feature Transform (SIFT) feature points are
more suitable for images with scaling, rotation, noises and partial
changes in local deformation and illumination [9]. In addition, SIFT
features are convenient and quick to be matched with different
image features [10] as they have robust feature descriptors. In the
meantime, invariant key points from 2D image can be used in
retrieving similar models in 3D models database [11].
 SIFT algorithm.



Fig. 5. Experimental prototype with flexible aerodynamic shape.

Fig. 6. Wind tunnel experimental system.
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For the stroboscopic images containing the aircraft model’s
movement and the elastic deformation in its aerodynamic shape, a
SIFT algorithm was employed to extract features from the texture on
the surface. The flow chart of the SIFT algorithm is presented in
Fig. 4.

2.2.2.1. Scale space keypoints detection. The scale space of an image,
L(x, y, s), is constructed from the convolution of a variable-scale
Gaussian, G(x, y, s), with an input image, I(x, y), as:

Lðx; y; sÞ ¼ Gðx; y; sÞ � Iðx; yÞ (1)

where G(x, y, s) is a variable-scale Gaussian kernel

Gðx; y; sÞ ¼ 1

2ps2
e�ðx

2þy2Þ=2s2
(2)

Scale space keypoints are detected from difference-of-Gaussian
images, D(x, y, s), which is computed from the difference of two
nearby scale space images:

Dðx; y; sÞ ¼ Lðx; y; ksÞ � Lðx; y; sÞ

¼ ðGðx; y; ksÞ � Gðx; y; sÞÞ � Iðx; yÞ (3)

On each difference-of-Gaussian image, the extrema are
detected by comparing each pixel with its 26 neighbors in 3 � 3
regions at its scale and two adjacent scales, shown in Fig. 4. The
extrema as candidate features involve maxima and minima.

2.2.2.2. Keypoints localization. Because some interest points have
low contrast and some are ambiguous on the boundary, the
threshold parameters are defined for the evaluation of each
candidate feature. After eliminating false features, accurate
location information of each SIFT feature is recorded in the
database.

2.2.2.3. Orientation assignment. Schiele and Crowley proposed the
use of multidimensional histograms to represent the distribution
of features within image regions [12]. This type of feature is also
Fig. 7. Stroboscopic image obta
particularly useful for recognition of textured objects with flexible
deformable shapes.

The gradient magnitude, m(x, y), and orientation, u(x, y), at each
pixel of the image region can be respectively calculated to
construct eight directions weighted histogram:

mðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f xðx; yÞ2 þ f yðx; yÞ2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðLðx þ 1; yÞ � Lðx � 1; yÞÞ2 þ ðLðx; y þ 1Þ � Lðx; y � 1ÞÞ2

q
(4)

uðx; yÞ ¼ arctan
f yðx; yÞ
f xðx; yÞ ¼ arctan

Lðx; y þ 1Þ � Lðx; y � 1Þ
Lðx þ 1; yÞ � Lðx � 1; yÞ (5)

2.2.2.4. Descriptor production. To describe feature and its sur-
roundings, a unique descriptor is calculated. The descriptor is
created by computing the gradient magnitude and orientation of
each sample point in a region around the keypoint location. In the
actual algorithm, a 128 element feature vector is used for each
keypoint.

2.2.3. Matching

Matching is adopted to find the same feature in aircraft
aerodynamic shape among different locations in stroboscopic
image. In order to improve the reliability of matching, for each
feature, comparing the distance of the closest neighbor with that of
the second-closest one is determined as the method of matching.
For example, in the destination area PSIFT1 and PSIFT2 are the first
two nearest feature points from keypoint PSIFT in template area
within Euclidean distance Dist1 = ||PSIFT � PSIFT1|| and Dis-

t2 = ||PSIFT � PSIFT2||. The ratio of the nearest distance and the
second-nearest distance is computed by Eq. (6).

T ¼ Dist1

Dist2
(6)
ined from left side camera.



Fig. 8. Stroboscopic image obtained from right side camera.
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If ratio T is less than threshold value r (r = 0.8 is an empirical
value), SIFT feature PSIFT in template area and PSIFT1 in destination
area are determined as a correct matched pair.

2.3. Model reconstruction

Model reconstruction and 3D visualization based upon the
experimental data can help researchers study geometric char-
acteristics and physical properties. In order to determine and
represent the deformable aerodynamic shape from the stereo-
scopic vision testing, the algorithm of subdivision surface has been
used for solving surface fitting problem, i.e. generating the right
surface from data points. More specifically it is based upon
Fig. 11. Calibration images o

Fig. 9. SIFT feature points extracted from stroboscopic images.
triangular mesh subdivision, an iterative process with each step
mainly composed of splitting and positioning [13].

A triangular mesh is a regular mesh if all its vertices have a
valence of six (valence refers to the number of vertices in the
neighborhood of the vertex concerned). In a regular mesh, the
position p0 of the original vertex after new vertices inserted on the
edges which connect with this vertex is located by Eq. (7):

p0 ¼ 10

16
p þ 6

16
q (7)

where p is the vertex’s original position and q is the average
position of nearby vertices which share edges with this vertex.
f a planar checkerboard.

Fig. 10. Matched pairs between two stroboscopic images.
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A vertex whose valence is not six is called an extraordinary
vertex. For an extraordinary vertex, its new position is located by
Eq. (8) [13]:

p0 ¼ ð1 � kbÞ p þ bð p1 þ p2 þ � � � þ pkÞ (8)

where p is the vertex’s original position, pi are positions of nearby
vertices, k is the valence (i.e. number of nearby vertices), and
coefficient b is calculated by Eq. (9):

b ¼

3

16
ðk ¼ 3Þ

1

k

5

8
� 3

8
þ1

4
cos

2p
k

� �2
  !

ðk > 3Þ

8>>><
>>>:

(9)

Using the method of subdivision described above, the initial
triangular mesh can converge to a smooth surface after several
iterations and repeated computing.

3. Experiment

The aircraft prototype designed in this study is a vertical
ducted-fan hovering micro air vehicle. The elastic membrane
structure surrounding the aircraft is deformable under an external
airflow pressure. According to the results of orthogonal experi-
mental design optimization completed in our previous work, the
vertical duct and flexible membrane structure of experimental
prototype were manufactured and assembled. Vertical duct
component was machined by rapid prototyping machine and
assembled. Because there are some holes on the duct wall for mass
reduction, PE film was wrapped around it. Outside the PE film,
rubber membrane was fixed on both the top and bottom edge of
the duct wall to yield a closed circular air bag within the PE film.
The air pressure of the internal space is consistent. An air hole is
prearranged near side of the closed circular air bag for inflation and
deflation. Twin screw and steering gear were installed on parallel
bracket inside the duct to ensure that the center axis of lifting
system coincides with the axis of vertical duct. The experimental
prototype is shown in Fig. 5. The basic flight test was completed
which showed that the aircraft model has a stabilized flight and
good performance. In order to clearly inspect each point on the
membrane structure of aircraft when using SIFT extraction
algorithm, random texture or reference markings on the shape
are necessary.

To study the MAV disturbance resistance ability and the 3D
visualization method proposed above, a shading closed-loop
experimental environment was established with a stroboscopic
light, a photogrammetric instrument, an airflow generator, an air
volume sensor, and the data acquisition and post-processing
system, as shown in Fig. 6.

The wind tunnel test section has a 600 mm3 space with a height
adjustable frame construction. Air-permeable lightproof metal
plates were employed around the space to reduce the influence of
environmental factors. For convenient installation of various
equipment and devices in the future, some sliding blocks are
pre-installed along the top beam and the main support pillar of the
test section.

An air blower with continuously variable transmission is used
as airflow generator in the wind tunnel. It is able to simulate
complicated vertical and horizontal turbulent air flow field. The
type of air blower is 2GRE25 140 � 59R from ECOFIT France, with a
48 V external power supply, 0–10 V adjusting speed, 3200 RPM
maximum rotational speed, and 600 m3/h maximum output flow.

A multi-function transducer module used in the wind tunnel is
FCO510 micro-manometer from Furness Controls UK. It assembles
several sensors such as temperature, absolute air pressure (AP) and
differential pressure (DP), and flowrate as well as air velocity. The
measurement range of DP is 0–20 kPa and air velocity measure-
ment range is 0–180 m/s. Pitot tube is used to measure the average
flowrate in tunnel, by which differential pressure measured is a
square function of air velocity. So the calculation of air velocity can
be presented as the following formula.

V ¼ 1:277

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H

K
� 1:013

P
� T

288
� 1

r

s
(10)

where H is the differential pressure in Pa, T is the environmental
temperature in K, P is the absolute pressure in Bar (1Bar = 105 Pa),
r is the relative density, V is the air velocity in m/s, K is the factor of
pitot tube.

Based on the measurement method mentioned above, the type
of strobe light used is DT-311 stroboscope. Its flashing range is in
40–35,000 fpm (flashes per minute) with accuracy �0.01% of
reading. In order to have a relative stable airflow distribution in the
wind tunnel, a real-time measurement of the airflow generator
output value needs to be accomplished by micro-manometer to form
a closed-loop control system.

4. Results and discussion

Synchronous external trigger mode of two cameras was
selected which is single frame acquisition with 1 s exposure time.
The cameras begin image acquisition with a falling edge trigger
signal. According to the method mentioned in Section 2.2.1, the
gradation histograms of the stroboscopic images from the left side
and right side cameras and the images after contrast increasing are
respectively shown in Figs. 7 and 8. Feature extraction results
showed that texture information is increased after image
enhancement.

In the process of SIFT features extraction, the scale space of
input images were constructed first. Each pixel on different scale of
image was compared with its neighbors and the extrema were
extracted as the keypoints. After removing unreliable keypoints,
there are 977 SIFT feature points in the left camera image and 1338
in right side as shown in Fig. 9. In each stroboscopic image, three
locations of the aircraft model during its movement were recorded.

Using the matching method proposed in Section 2, the
relationship of SIFT features at each location between two images
were founded and constructed. Parts of the incorrect matches were
discarded by comparing the distance of the closest neighbor with
that of the second-closest one. However, some incorrect matches
are still existent. In order to improve the accuracy of feature point
matching, RANSAC algorithm was used to remove outliers. Final
matching relationship between two stroboscopic images which
shown in Fig. 10.

To calculate the three-dimensional coordinates of the SIFT
feature points extracted and furthermore to reconstruct a world
model of the membrane surface, the intrinsic and extrinsic
parameters of the two cameras are necessary. The calibration
method in this paper used Camera Calibration Toolbox for Matlab.
25 images of a planar checkerboard from each camera are acquired
and computed, which are shown in Fig. 11.

Through stereo vision calibration, intrinsic and extrinsic
parameters of stereo vision system were computed. Using related
formulas and calibration results, three-dimensional coordinates of
all extracted features in the world coordinate system could be
calculated. For each location during object movement, the space
coordinates of the extracted SIFT features contain the 3D
information and morphology deformation of the aircraft flexible
aerodynamic shape. In order to realize deformable surface
reconstruction and visualization, an appropriate surface fitting
algorithm is needed. As mentioned above, the triangular mesh
subdivision algorithm was used to represent the 3D data extracted



Fig. 12. Subdivision results at three adjacent locations.
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Fig. 13. Surface subdivision results based on 3D SIFT features.

Table 1
Morphology deformation of the membrane structure.

Location Maximum deformation (mm)

First 2.93

Second 2.9

Third 0.84

Y. Yu et al. / Computers in Industry 64 (2013) 1178–1185 1185
from the membrane surface, which is able to obtain relatively
smooth surfaces with fast computation. In Fig. 12, (a)–(c)
represent SIFT feature space distributions and subdivision surface
at three adjacent locations of the moving object respectively. The
color of each smooth surface represents the depth information (in z

axle) of triangular mesh in its coordinate system.
Typical result is shown in Fig. 13, which represents three

adjacent location images of the moving object. The origin of world
coordinate system is located at the center of baseline. The color of
three triangular meshes represents the depth information (in z

axle) in the world coordinate system.
In Fig. 13, each reconstructed surface is composed of two

independent parts. One part is the variation of the aircraft’s position,
which is caused by the movement of its center of mass. The other part
is the morphology deformation, which is caused by the air pressure
on its membrane structure. At each location, the maximum
deformation can be determined by calculating the distance between
centroid and subdivision surface, which result is presented in Table 1.

From Fig. 13, only partial reconstructed surface of the vehicle
which faces to the stereo vision system was built based on the
experimental results. In the next research work, the whole 3D
model of the aircraft will be studied and estimated to improve the
quality of the test and flight performance of the vehicle.

5. Conclusions

In order to analyze flight stability and disturbance resistance
ability of micro air vehicles, 3D detection and imaging has been
used to study the movement of an aircraft model and the
deformation produced in the aerodynamic shape when the object
undergoes an external airflow pressure. Based upon stroboscopic
imaging technique, stereoscopic visual measurements were
performed to record continuous movement of the object and
obtain 3D information of its surface. Triangular mesh subdivision
algorithm was applied to represent the deformable surface
smoothly. The results indicated that 3D detection method
presented in this paper is effective and useful for analyzing
aerodynamic characteristics and unsteady deformation of micro
air vehicles with flexible membrane structure.
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